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Abstract

The fixed-bed microreactor is an important component in many biochip, microsensor, and microfluidic devices. The lattice Boltzmann
method (LBM) provides a powerful technique for investigating such microfluidic systems. Accordingly, this study performs LBM-based
simulations to examine fluid flows through a fixed-bed microreactor comprising a microarray of porous solids. During operation, the
fluid and porous solid species are heated to prompt the chemical reaction necessary to generate the required products. Using the LB
model, the flow fields and temperature fields in the microreactor are simulated for different Reynolds numbers, heat source locations,
the reacting block aspect ratios, and porosity. A simple model is proposed to evaluate the chemical reactive efficiency of the microreactor
based on the steady-state temperature field. The results of this model enable the optimal configuration and operating parameters to be
established for the microreactor.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Microreactors play a key role in many biosensor and
microfluidic applications and have been the subject of
many experimental and theoretical studies. Aoki and Has-
ebe et al. [1] used a set of dimensionless geometric design
factors to examine the microreactors. These geometric
design factors were utilized to arrange the fluid segments
of reactor inlet and to determine the cross-sectional shape
of the fluid segments. These dimensionless factors enable
to predict the reactor performance for any given set of geo-
metric design factors. Or inversely, the dimensionless num-
bers provide the means to determine the geometric design
factors of the fluid segments required to obtain the desired
reactor performance. Masuda and Suzuki et al. [2] devel-
oped numerical solutions for the heat and fluid flows in
the T-junction region of a supercritical microreactor. The
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authors showed that a nonlinear k–e model with the low
Reynolds number effect was the appropriate computational
method for their cases. Microreactors effectively enhance
the product selectivity of extremely fast exothermic reac-
tions. Furthermore, micromixing enhances the selectivities
of competitive parallel reactions and competitive consecu-
tive reactions [3]. Previous studies of microfluidic systems
and biosensor devices with a reaction function generally
assumed the microreactor to be a fixed-bed type designed
in the form of a microarray of porous solids. Investigating
the heat and fluid flows in such systems requires a powerful
tool capable of performing pore-scale analysis and not
restricted by the hydrodynamic continuum condition.

The kinetic-based lattice Boltzmann method (LBM) has
emerged as a promising numerical technique for simulating
fluid flows and modeling the physics in fluids [4–7]. Many
lattice Boltzmann (LB) models have been proposed for ana-
lyzing the problem of fluid flow through porous media.
Spaid and Phelan [8] proposed a LB model for simulating
fluid flow in fibrous porous media. In their approach, the
Brinkman equation was recovered by modifying the particle
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Nomenclature

AR aspect ratio AR � H*/W, where H* and W

are the height and width of porous block for
microreactors

ci microscopic particle velocity in each lattice link i

cs speed of sound
Da Darcy number
f distribution function for the flow field
g distribution function for the temperature field
H height of channel
k permeability of the porous medium
L length of channel
L flow path length of the porous medium
L* unit length of computational domain for local

pore structure
Nu Nusselt number
Pr Prandtl number
PRF integral porous reacting fraction
Re Reynolds number for channel
ReD Darcy Reynolds number inside porous medium
ReF flux Reynolds number for porous boundary
SR* local surface reacting ratio

T temperature
U mean velocity (Darcy flux) within porous

medium
Tatt temperature of effective activation energy for

chemical reaction
t macroscopic time
uA macroscopic flow velocities, where subindex A is

the components of Cartesian coordinates
ui injection velocity normal to porous boundaries
uW sliding upper wall velocity for Couette flow

Greek symbols

a thermal diffusivity
Dt time interval (step) of LBM
/ porosity of porous medium
m kinetic viscosity
q fluid density
sD relaxation time for the temperature field
sv relaxation time for the flow field
xOV overall reaction rate

The porous solids

Porous block constructed 
by micro-array

Fig. 1. Fixed-bed microreactor comprising microarray of porous blocks.
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equilibrium distribution function to reduce the magnitude
of the momentum at specified lattice sites for porous regime
while leaving the direction of the momentum unchanged.
Alazmi and Vafai [9] conducted a detailed analysis of vari-
ous fluid flow and heat transfer conditions at the interface
between a porous medium and a fluid layer. Martys [10] pre-
sented a new approach for generalizing the LBM to ensure
fluid flow consistent with those of the Brinkman equation.
In this literature, a lattice Boltzmann model is proposed
for isothermal incompressible flow in porous media. The
key point is to include porosity into equilibrium distribu-
tion, and to add a force term to the evolution equation to
account for the linear and nonlinear drag forces of the med-
ium [11]. Zeiser and Lammers et al. [12] employed a LB
automata to study the behavior of a reacting, viscous flow
within the complex geometry of a fixed-bed reactor. Recent
study for convection heat transfer in porous media has also
been proposed [13].

The present study uses LBM-based simulations to inves-
tigate the characteristics of a 2-D porous type microreactor
with a microarray structure, as shown in Fig. 1. Specifi-
cally, the simulations investigate the heat and fluid flows
in the microreactor for different operational and geometric
conditions, including the Reynolds number (Re) of the
channel flow, the position of the heat source, and the aspect
ratio (AR) and porosity (/) of the reacting block. Addi-
tionally, a simple model is proposed to evaluate the chem-
ical reactive efficiency of the microreactor based on the
steady-state temperature distribution. This model avoids
the requirement for time-consuming iterative calculations
and provides a straightforward means of identifying the
optimal operational and geometric parameters of the
microreactor.

2. Numerical method

2.1. Lattice Boltzmann model

In simulating the flow and temperature fields within the
microreactor using the LBM, the following assumptions
are made:

(1) No external body forces (e.g. buoyancy) are applied
to the flow field.

(2) The flow is incompressible in the low Reynolds num-
ber regime, and hence the effects of viscous heat dis-
sipation can be neglected.

(3) Radiative heat transfer is ignored.
(4) The flow field is unaffected by the chemical reaction

process or by the heat transfer. Hence, the flow field



P.-H. Kao et al. / International Journal of Heat and Mass Transfer 50 (2007) 4243–4255 4245
and temperature field can be decoupled and solved
separately.

(5) The chemical reaction does not influence the temper-
ature field, i.e. there is very little or negligible heat
generated/absorbed during the chemical reaction pro-
cess. Hence, the temperature field and the chemical
reaction can be decoupled and solved separately.

The LB model of the microreactor is based on two dis-
tribution functions, f and g, relating to the flow field and
the temperature field, respectively. The density and tem-
perature distribution functions are defined as the proba-
bility of particles at site x on time t moving with the
particle velocity ci during the time interval Dt in each
lattice direction (link) i. Similar models have also been
proposed in [14–16]. Both distribution functions obey
their respective lattice Boltzmann transport equations
with the single relaxation Bhatnagar–Gross–Krook
(BGK) approximation, i.e.:

fiðxþ ciDt; t þ DtÞ � fiðx; tÞ ¼
Dt
sv
½f eq

i ðx; tÞ � fiðx; tÞ�

for the flow field ð1Þ

giðxþ ciDt; t þ DtÞ � giðx; tÞ ¼
Dt
sD
½geq

i ðx; tÞ � giðx; tÞ�

for the temperature field ð2Þ

where sv and sD are the relaxation time for the flow and
temperature lattice Boltzmann equations (LBEs) respec-
tively, and cs ¼ 1=

ffiffiffi
3
p

is the speed of sound. The kinetic
viscosity, m, and thermal diffusivity, a, are related to their
corresponding relaxation time via the expressions: m ¼
c2

s ðsv � 1=2Þ and a ¼ c2
s ðsD � 1=2Þ.

The local equilibrium distributions are given by [17]:

f eq
i ðx; tÞ ¼ wiq 1þ ciA � uA

c2
s

þ uAuB

2c2
s

ciAciB

c2
s

� dAB

� �� �

for the flow field ð3Þ

geq
i ðx; tÞ ¼ wiT 1þ ciA � uA

c2
s

þ uAuB

2c2
s

ciAciB

c2
s

� dAB

� �� �

for the temperature field ð4Þ

In these expressions, the flow properties are defined as:

Flow density : q ¼
X

i

fi ð5Þ

Momentum flux : quA ¼
X

iA

ficiA ð6Þ

Temperature population : T ¼
X

i

gi ð7Þ

Note that sub-indices A and B are the components of
Cartesian coordinates with implied summation for re-
peated indices. Additionally, wi is the weighting which
can be determined to achieve isotropy of forth-order tensor
of velocities and Galilean invariance [18].
As stated in the assumptions, the flow field and the temper-
ature field are decoupled. Therefore, the present simulations
commence by solving LB Eq. (1) to obtain the steady-state
flow field, and then apply LB Eq. (2) to solve the correspond-
ing temperature distribution. Finally, a simple model is
employed to estimate the chemical reactive efficiency of the
microreactor based on the steady-state temperature distribu-
tion. It shall be noted that this chemical reacting model is not
solved by the LBM, hence the simulations for species concen-
tration is not required.

Using the Chapman–Enskog expansion, the continuity
equation and the Navier–Stokes equations can be recov-
ered exactly at the second-order approximation from LB
Eq. (1) if the density variation is small enough [19]:

oq
ot
þr � ðquÞ ¼ 0 ð8Þ

oðquAÞ
ot

þrA � ðquAuBÞ ¼ �rAðc2
s qÞ þ mrB � ðrAquB þrBquAÞ

ð9Þ

Similarly, the convective-diffusive equation can be obtained
from the LB equation of the temperature field, Eq. (2), as
derived in [20]:

oT
ot
þ ðu � rÞT ¼ r � ðarT Þ ð10Þ

where T is the temperature population, expressed as a
dimensionless temperature in the range 0 6 T 6 1.

The present LB simulations are based on the D2Q9
model, i.e. two-dimensional nine-velocities model, and
hence the relative weightings for Eqs. (3) and (4) are given
by: wi = 4/9 for jcij = 0 (for the static particle), wi = 1/9
for jcij = 1, and wi = 1/36 for jcij ¼

ffiffiffi
2
p

. Regarding the flow
field boundary condition, the bounce-back scheme is
applied for all no-slip solids, which include the channel
walls and the surface of the solids within the porous block.
This scheme simply specifies the outgoing directions of the
distribution function as the reverse of the incoming direc-
tions at each boundary site to invert the momentum at solid
walls. For the channel flow simulation, the inflow boundary
condition is given by a specified velocity profile, e.g. the
fully-developed analytical solution of Poiseuille flow, so
that the inflow distribution functions (f) can be computed
according to Eq. (3). Furthermore, the flow distribution
functions for channel outlet are determined by the ‘‘porous
plug” boundary condition for open channel as proposed in
[6], in which the unknown distribution functions at outlet
are calculated and partially reversed according to mass
(particle) conservation within the computational domain.

Regarding the temperature field, adiabatic walls are
formulated by using an extrapolation scheme to set the
temperature gradient in the direction normal to the wall
equal to zero, i.e. oT/on = 0. Moreover, for the boundary
with a constant temperature, there are several approaches
presented for LBGK model. One applies the bounce-back
rule of the non-equilibrium distribution function proposed
by Zou and He [21] to formulate boundary models
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[15,22,23]. In [24,25], the thermal equilibrium distribution
functions are applied on the wall nodes in the case of
known temperature, including the adiabatic wall. Present
study directly employs the thermal equilibrium distribution
computed from Eq. (4) on the boundary nodes with given
temperature.
2.2. Analysis of chemical reactive efficiency within porous

block

Since the chemical reaction in the microreactor is not
computed by LB Eqs. (1) or (2), the efficiency of the chem-
ical reaction can nevertheless be estimated by post-process-
ing the simulation results obtained by the steady-state
temperature field. In the proposed approach, the chemical
reactive efficiency within the porous block is evaluated
using a dimensionless local surface reacting ratio whose
formulation is based on an Arrhenius representation of a
sequence of one-step simple chemical reactions, i.e.
kSPS + kFPF ? kRPR, in which P is the component of
the species (e.g. O2, H2O. . .), k is the stoichiometric coeffi-
cient of the respective species, and sub-indices S, F, and R

denote the porous solid, fluid and chemical reaction prod-
uct species sequentially. The overall reaction rate by the
Arrhenius format is given by:

xOV ¼ jOVCSCF expð�T att=T Þ ð11Þ

where jOV, CS, CF, and Tatt are the reaction coefficient, the
concentrations of the porous solid, fluid, and the tempera-
ture of effective activation energy for chemical reaction,
respectively. In the simulations, the temperatures in Eq.
(11), i.e. Tatt and local temperature T at the surface nodes
of reacting solid inside porous block, can both be normal-
ized by Tatt. Then the normalized local temperature T is
specified in the range TL 6 T 6 TH, where TL is the tem-
perature in the inlet channel of the microreactor and TH

is the temperature of the heat source. To simply this model
for convenience, the values of CS, CF and jOV in Eq. (11)
are assumed to be constant, i.e. an assumption is made that
neither the solid nor the fluid species are consumed during
the chemical reaction. Therefore, the local surface reacting
ratio can be defined as:

SR�ðx; tÞ � ðDxOVÞLocal

ðDxOVÞIdeal

¼ expð�1=T Þ � expð�1=T LÞ
expð�1=T HÞ � expð�1=T LÞ

� 100% ð12Þ

The ratio given in Eq. (12) estimates the efficiency of the
chemical reaction by quantifying the local reaction at every
reacting surface node of the porous solid as a relative frac-
tion of the ideal reaction. This model avoids the require-
ment for time-consuming iterative computations.
However, it only provides a relative value of the reaction
rate, i.e. the diffusion of the product species is not simu-
lated. Nonetheless, the model provides a convenient means
of exploring the effect of different operational and geomet-
ric parameters on the chemical reactive efficiency of the
fixed-bed microreactor. To quantify the efficiency of the
chemical reaction within the porous block, this study
defines the following integral porous reacting fraction
(PRF) parameter based on the surface reacting ratio given
above:

PRF �
ðN PÞSR�P50%

ðNPÞtotal

� 100% ð13Þ

where NP is the number of surface nodes of the porous sol-
ids within the porous block. As shown, the porous reacting
fraction is effectively a volume ratio based on the number
of surface nodes at which a specified surface reacting con-
dition (SR* P 50% in the current case) is achieved.

3. Validation

Before applying the LB model to investigate the heat
and flow fields in the microreactor, three validation cases
were performed. Because the LBM has been validated for
the problems of heat conduction [26], the first validation
case considered the convective-diffusive thermal problem
by Couette flow with porous injection boundaries. In the
simulations, as shown in Fig. 2a, the lower-stationary wall
of the computational domain was assigned a constant tem-
perature of TL = 0 (i.e. the minimum temperature) while
the upper-moving wall with a constant sliding velocity uW

was assigned a constant temperature of TH = 1 (i.e. the
maximum temperature). The sidewalls were assigned the
periodic boundary condition. Both upper and lower porous
boundaries have the normal flux with a constant injection
velocity ui. The analytical solutions of x-component veloc-
ity profile and temperature profile for this problem have
these forms respectively [15]:

u
uW

¼ e ReF� yHð Þ � 1

eðReFÞ � 1
; ð14Þ

and

T � T L

T H � T L

¼ e PrReF � yHð Þ � 1

eðPrReFÞ � 1
ð15Þ

where ReF is the flux Reynolds number for the porous
upper/lower boundaries which is defined as ReF � uiL/m
where L is the channel length, Pr is the Prandtl number
Pr � m/a, and H is the channel height. Fig. 2b shows that
the steady state solutions in range of the 10 6 ReF 6 100
obtained using the present flow LB model, i.e. Eq. (1),
for the velocity profiles are in good agreement with the
analytical solution calculated from Eq. (14). The deviation
between the two solutions is found to be less than 1.03%.
Once the steady state solutions of flow field are obtained,
the thermal LB model, i.e. Eq. (2), can be applied sequen-
tially to get the thermal solutions. Fig. 2c shows that the
steady temperature profiles at different ReF are also in good
agreement with the analytical solution calculated from Eq.
(15). The maximum deviation between the two solutions is
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Fig. 2. Validation case for the convective-diffusive thermal problem: (a)
schematic of Couette flow with porous injection boundaries, (b) analytical
and LBM solutions for x-component velocity profile along y-direction,
and (c) analytical and LBM solutions for temperature profile along y-
direction.
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2.12%. Hence, present results of this validation case have
demonstrated that the current simplified LB model, which
calculates the flow filed and the temperature field indepen-
dently, can be utilized for the convective-diffusive thermal
problems with flows at moderate Reynolds numbers.

Since the microreactor simulations consider the case of
creeping flow through a porous medium, two further vali-
dation trials with grid-independence study were performed
in which the results of the proposed LB model were com-
pared to the analytical solutions obtained from the 1-D
Darcy law, and to the solutions obtained for creeping flows
inside the local porous structure, respectively.

For 1-D creeping flow through a porous medium, the
mean velocity U (also known as the Darcy flux) is given
by the 1-D Darcy law as:

U ¼ k � Dp

m � q � L
ð16Þ
where Dp is the pressure difference between the inlet and
the outlet of the porous medium, m is the kinetic viscosity,
q is the density of the fluid, L is the flow path length of the
porous medium, and k is the permeability.

In the problem of 1-D creeping flow through a porous
medium, the Darcy Reynolds number is defined as
ReD ¼ Ud=m/, where d is the average diameter of the por-
ous solids (particles) which can be evaluated by the rela-
tionship of square porous solid with side-length (lS) such
that d ¼ ð4 � l2

S=pÞ
0:5, and / is the porosity of the porous

medium through which the fluid flows. For creeping flow,
Ergun [27] showed that the permeability k and porosity /
are related by k ¼ d2/3

150ð1�/Þ2. Theoretically, the 1-D Darcy
law given in Eq. (16) is valid only for creeping flow, i.e.
for which the Darcy Reynolds number ReD is less than
10. To validate the performance of the proposed LB model
in solving the 1-D Darcy problem, the computational
domain shown in Fig. 3a was constructed with parameters
of d = 3.3857, L = 100, and / = 74.72%. In accordance
with Ergun’s model, the permeability was calculated to
be k = 0.50. The flow properties m and q were assigned val-
ues of given relaxation time sv for the flow field and the ini-
tial density distribution function f, respectively. The mean
velocity in the porous medium, U , and the pressure differ-
ence between the inlet and the outlet of the porous med-
ium, Dp, were then calculated at various Darcy Reynolds
numbers within the creeping flow regime (ReD 6 10) using
the LB model. The results for the mean velocity were then
compared with those obtained from the 1-D Darcy law
given in Eq. (16). The corresponding results are summa-
rized in Table 1. From inspection, it is found that the devi-
ation between the two sets of results is less than 2%. The
current results in this validation case have shown that the
present LB model can simulate the fluid flows through a
porous medium in macroscopic (global) scale with creeping
flow condition (ReD 6 10) even the coarse grid size is used.

However, for porous medium flow simulations, Pan and
Luo et al. [28] proposed that the LB model with single-
relaxation BGK collision and standard bounce-back
scheme applied to no-slip solid nodes arises some numeri-
cal problems, such as the viscosity-dependent effect for
no-slip boundary and numerical errors in estimation of
local permeability for porous media. Based on this reason,
the third validation trial considered the case of fluid flow
through a local (microscopic) pore structure, as shown in
Fig. 3b. The geometrical ratio of the computational
domain for local pore structure is fixed as 2L*/L* = 2.0,
and a lower porosity (/ = 65%) is taken into account.
The simulations in present validation case are performed
using various grid numbers from N = 20–100 per unit L*

within the creeping flow regime ReD 6 10.
Fig. 4a presents the results of estimated value of dimen-

sionless local permeability k/k* against the different relaxa-
tion time (sv) at ReD = 1.0, where the k* is the reference
local permeability which is obtained numerically at
ReD = 10�2. The results exhibited in Fig. 4a show that:
when over-relaxation is utilized, i.e. Dt/sv > 1 for Eq. (1)



Fig. 3. (a) Schematic of porous channel in problem of fluid flow described by 1-D Darcy law, and (b) schematic of local pore structure in problem of fluid
flow in microscopic scale with grid-independence study.

Table 1
Comparison of LBM results and 1-D Darcy law solutions for mean flow
velocity in porous medium

ReD U by LBM U by 1-D Darcy’s law Deviation (%)

0.1 1.9369 � 10�4 1.9358 � 10�4 5.816 � 10�2

0.5 9.7234 � 10�4 9.6823 � 10�4 0.425
0.8 1.5599 � 10�3 1.549 � 10�3 0.672
1 1.9518 � 10�3 1.9358 � 10�3 0.823
1.5 2.9441 � 10�3 2.9105 � 10�3 1.155
2 3.9364 � 10�3 3.8814 � 10�3 1.417
3 5.9085 � 10�3 5.8073 � 10�3 1.742
6 1.2031 � 10�2 1.1868 � 10�2 1.375
9 1.7811 � 10�2 1.7489 � 10�2 1.844
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by the case of sv = 0.6, the accuracy can be obviously
improved by using the finer grid size. Fig. 4b displays the
estimated local k/k* values using various grid size at differ-
ent ReD when sv = 0.6. It can be observed that, when over-
relaxation is employed, i.e. sv < 1.0, the numerical errors of
local k/k* value can be controlled under the condition of
j k

k� � 1j 6 5% using the grid numbers N P 20, while the
flow within a porous medium satisfies ReD 6 1.0. Conse-
quently, consider the computational accuracy and effi-
ciency, the appropriate grid system of 20 � 40 for the
local pore structure is good enough while the fluid flow
through a porous medium satisfies the condition of
ReD 6 1.0 with over-relaxation parameter Dt/sv > 1.
Hence, the following simulations in present study employ
this grid system to investigate the fluid flow inside a
fixed-bed microreactor.
4. Results and discussion

The present simulations consider two microreactors in
which the heat source is located in different positions, as
shown in Fig. 5. In Case 1, the heat source is located
directly beneath the porous block, while in Case 2, the heat
source is located immediately in front of the porous block.
In both cases, the width and height of the porous block are
denoted by W and H*, respectively, and the height of the
channel is given by H. In the simulations, the width of
the porous block is fixed at one half of the channel height,
i.e. W = H/2, but the height of porous block is varied to
give different values of the aspect ratio, AR � H*/W.

According to results by our previous validation cases,
the over relaxation factor for flow field is utilized such as
1/sv = 1.9 as a constant, so that a fixed value of
sv = 0.5263 can be determined. The channel Reynolds
number, which is Re � �uinH

m where �uin is the mean velocity
at channel inlet, can also be specified according the specific
value of �uin. For present study, the inflow velocity is given
as the analytical parabolic profile of Poiseuille flow based
on specific �uin, such as uin ¼ 1:5 � �uin½1� ðy � 0:5HÞ2=
0:25H 2�. Meanwhile, once the Prandtl number is set as
0.71, the relaxation time for temperature field can be
obtained as sD = 0.5371.

The efficiency of the chemical reaction in the microreac-
tor strongly depends on the characteristics of the thermal
transfer within the porous block. In turn, these character-
istics are dependent on the flow behavior in the block. This
study simulates the flow and temperature fields in the Case
1 and Case 2 microreactor configurations for different val-
ues of the Reynolds number of the channel flow, i.e.
Re = 10, 50 and 100, different porosities of the reacting
block, i.e. / = 85% and 65%, and different aspect ratios
of the reacting block, i.e. AR = 0.5, 1.0 and 1.5. The reac-
tive efficiency of the two microreactors is then estimated
and compared using the simple model formulated in Sec-
tion 2.2.
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4.1. Flow field and temperature distributions

In a fixed-bed microreactor, the temperature distribu-
tion within the porous block is strongly influenced by the
flow pattern within the block. Fig. 6 presents the x-compo-
nent flow velocity (ux) profiles at different cross-sections of
the porous block without considering the positions of the
heat source, e.g. Case 1 and Case 2. In general, the results
reveal that the flow velocities in the block increase with
increasing Reynolds number and aspect ratio. It can be
seen that most of the fluid in the channel flows through
the non-porous regime above the reacting block. To ensure
the present LB model and the employed grid system are
accurate for current simulation cases, the maximum
Darcy’s Reynolds number is checked for each simulated
case. The maximum ReD value is found to be 0.805
occurred in the case with parameters: / = 85%, AR = 1.5
at channel Reynolds number Re = 100, as the shown in
Fig. 6d. Therefore, the creeping flow limitation for porous
medium simulations and the numerical accuracy of present
LB model with the specific grid size can be confirmed.

As shown in Fig. 6, for the case of a high block porosity
(/ = 85%), the difference in flow velocity between the por-
ous and the non-porous regimes is significantly dependent
on the Reynolds number and the aspect ratio. However,
the variation in the velocity within the porous block is
not as great as that within the non-porous regime. These
results imply that for the higher block porosity, the effects
of flow convection increase significantly with increasing
Reynolds number and aspect ratio. However, a porous
block with a lower porosity (/ = 65%) has a greater cush-
ioning effect for the fluid flows, and hence the flow veloci-
ties within the porous block are less dependent on the
Reynolds number and aspect ratio than in the higher
porosity case. Therefore, it can be inferred that flow con-
vection plays a less dominant role in determining the ther-
mal transfer within the block as the porosity of the block is
reduced.

When the heat source is located beneath the porous
block, i.e. Case 1, it is desirable that the thermal energy
produced by the heat source should be transferred as far
as possible towards the upper surface of the porous block
via thermal diffusion, while the drift of thermal energy
downstream away from the block via thermal convection
should be minimized. Under these conditions, a higher
and more uniform temperature distribution is obtained



Fig. 6. Simulation results for x-velocity profiles along y-direction at different sections of porous block at various operating parameters: (a) / = 85%,
AR = 1.0, Re = 50; (b) / = 85%, AR = 1.0, Re = 100; (c) / = 85%, AR = 1.5, Re = 50; (d) / = 85%, AR = 1.5, Re = 100; and (e) / = 65%, AR = 1.5,
Re = 100.
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within the porous block, and hence the reactive efficiency is
improved. However, when the heat source is located in
front of the porous block, i.e. Case 2, it is desirable that
the thermal energy should be transported as far along the
y-direction as possible initially and then blown into the
block via flow convection. Hence, it is apparent that the
locations of the heat source in Case 1 and Case 2 require
the different flow behaviors and thermal transfer mecha-
nisms to obtain a uniform and higher average temperature
distribution within the porous block for favorable reactive
results.

Fig. 7 presents the simulated temperature contours for
Case 1 for various operational and geometric conditions.
Fig. 7a and b shows that at a low Reynolds number (less
convection effect of flow), a higher block porosity (/ =
85%) results in a more uniform temperature distribution
and a higher average temperature within the porous block.
This result implies that the block with higher porosity
increases the flow convection effect and reduces the thermal
diffusion inside porous block. Moreover, the porous solids
in the microarray obstruct the diffusion of the thermal
energy from the heat source towards the upper surface of
the block at lower Reynolds number, and hence at a lower
porosity (/ = 65%), the temperature gradient is relatively
large beneath the porous block and near the heat source.
Fig. 7c and d shows that the average temperature within
the block reduces and becomes non-uniform at a higher
Reynolds number as a result of an increased flow convec-
tion effect. In general, the results of Fig. 7 show that in
Case 1, the thermal transfer within the porous block is
determined primarily by the effect of flow convection, rep-
resented by the Reynolds number. And it should be note
that, the aspect ratio of the porous block also influences
the extent of thermal diffusion since the diffusive path is
longer at higher aspect ratios.

Fig. 8 shows the simulated temperature contours and
flow vectors for Case 2 at a Reynolds number of
Re = 100 and an aspect ratio of AR = 1.5. In contrast to
the previous case, it is observed that the block with a lower
porosity has a higher and more uniform temperature distri-
bution. This result suggests that the cushioning effect on
flow convection is enhanced as the porosity of the reacting
block is reduced in this particular configuration. Further-
more, the aspect ratio does not have a strong influence
on the flow behavior within the porous block and hence
the AR parameter has no significant effect on the thermal
transfer. Fig. 8a2 and b2 presents the velocity vectors in
and around the porous block at high and low block poros-
ities, respectively. It can be seen that a circulating flow is
formed explicitly in the region behind the porous block
in the low porosity case, since the cushioning effect is
enhanced. As shown in Fig. 8b1, this recirculation explic-
itly influences the temperature distribution (contours
profiles).

To investigate the effect of the flow behavior on the ther-
mal transport, this study utilizes the Nusselt number to
express the ratio of the heat transfer within the block
caused by the flow behavior to that by pure thermal diffu-
sion, i.e.

Nu¼
_Qa

_Qc

¼
Z y:H�¼1

y:H�¼0

Z x:w¼1

x:w¼0

ðuxT 0 þuyT 0Þ�a
oT 0

ox
þoT 0

oy

� �� �
dxdy

ð17Þ

where _Qa is the actual heat flux across the porous block, _Qc

is the heat flux which would result from pure thermal con-
duction (i.e. diffusion), ux and uy denote the x- and y-com-
ponents of the velocity, respectively, and T0 is the local
temperature at each node within the porous block. It
should be noted that the Nusselt number calculation is per-
formed only within the porous block.

Fig. 9 illustrates the variation of the Nusselt number
with the Reynolds number as a function of the block
porosity and aspect ratio for Case 1 and Case 2. In general,
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the results show that the Nusselt number increases with
increasing Reynolds number. Furthermore, the Nusselt
numbers obtained at higher porosity (/ = 85%) are larger
than those obtained at lower porosity (/ = 65%). There-
fore, it can be inferred that the influence of flow convection
on thermal transfer increases at higher Reynolds numbers
and block porosities. Fig. 9b shows that in Case 2, the slop
of the Nusselt-Reynolds curves become increasingly steep
at higher Reynolds numbers and block porosities. This
result implies that flow convection has a particularly signif-
icant effect on the thermal transfer in this particular config-
uration in Case 2.

4.2. Estimated efficiency of chemical reaction

In microreactor applications, the efficiency of the chem-
ical reaction is strongly dependent on the temperature dis-
tribution within the porous block. In the present study, the
simple integral porous reacting fraction (PRF) model for-
mulated in Section 2.1. is used to estimate the chemical
reactive efficiency based on the steady-state temperature
distribution within the porous block.

Table 2 summarizes the PRF values calculated for reac-
tive blocks of various aspect ratios as a function of the
Reynolds number and the block porosity. Meanwhile,
Fig. 10 plots the variation of the PRF value with the Rey-
nolds number as a function of the aspect ratio and the
porosity value.

In Case 1, an improved chemical reactive efficiency is
obtained by increasing the diffusive effect within the react-
ing block while limiting the flow convection effect. Fig. 10a
and Table 2a–c shows that in Case 1, the chemical reactive
efficiency is enhanced at a lower Reynolds number and a
lower aspect ratio since these conditions minimize the flow
convection effect. Furthermore, the results show that a
lower reactive efficiency is obtained at a lower porosity
(/ = 65%), since the porous solids in the microarray
obstruct the thermal diffusive path in the y-direction and
hence reduce the uniformity and absolute value of the tem-
perature field within the porous block. Moreover, Fig. 10a
shows that the PRF values of the reacting block with a
lower porosity do not decay as steeply at a higher Reynolds
number as those of the block with a higher porosity. This
result implies that the cushioning effect of the block with
a lower porosity increases with increasing Reynolds num-
ber as exhibited in Fig. 7.

Fig. 10b presents the variation of the chemical reactive
efficiency with the Reynolds number for Case 2 and the
results differ from the chemical reactive efficiency in Case
1. In this microreactor configuration, the effect of flow con-
vection on the thermal transfer is required to blow the ther-
mal into the porous block. The results of Fig. 10b suggest
that it is necessary to balance the effects of flow convection
and thermal diffusion to enhance the reactive efficiency. At
Reynolds numbers in the range Re = 50–100, the flow con-
vection effect dominates the thermal transfer, and hence the
efficiency of the chemical reaction is increased or main-
tained with the Reynolds number increasing. To explain
clearly, it is observed that for a low block porosity (/ =
65%) and higher aspect ratios (i.e. AR = 1.0 and 1.5), the
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Table 2
Values of integral porous reacting fraction (PRF) in Case 1 and Case 2
microreactors as function of porosity and Reynolds number for: (Panel a)
AR = 0.5, (Panel b) AR = 1.0, and (Panel c) AR = 1.5

/ Re = 10 Re = 50 Re = 100

Panel a

Case 1 85% 100% 86.72% 78.13%
65% 96.88% 76.17% 71.88%

Case 2 85% 17.97% 10.94% 11.72%
65% 18.36% 12.89% 11.33%

Panel b

Case 1 85% 81.25% 59.77% 54.30%
65% 70.51% 54.88% 51.95%

Case 2 85% 14.84% 7.81% 7.81%
65% 17.38% 8.59% 7.81%

Panel c

Case 1 85% 59.64% 37.24% 22.40%
65% 54.17% 39.97% 32.29%

Case 2 85% 11.20% 7.55% 6.51%
65% 13.93% 7.55% 9.24%
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PRF value increases as the Reynolds number increases
from Re = 50–100 due to the increased cushioning effect.
Fig. 8 has exhibited the results of the cushioning effect at
different porosities as described before. For a high block
porosity (/ = 85%) and a lower aspect ratio (AR = 0.5),
the flow convection effect improves the efficiency of the
chemical reaction because the upper surface of the porous
block is relatively closer to the heat source in the y-direc-
tion and hence more thermal energy is transported into
the block by flow convection. Therefore, it is observed that
the PRF value increases slightly as the Reynolds number
increases from Re = 50 to 100.

Finally, comparing Fig. 10a and b, it is observed that the
chemical reactive efficiency of the Case 1 configuration is
considerably higher than that of Case 2 for Reynolds num-
bers in the range Re 6 100. Additionally, a lower aspect
ratio results in a higher chemical reactive efficiency. In Case
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1, the aspect ratio of the porous block has the most signif-
icant effect on the reactive efficiency of the microreactor.
For a given aspect ratio, the value of the chemical reactive
efficiency is determined primarily by the porosity of the
reacting block rather than by the Reynolds number of
the channel flow. In Case 2, the aspect ratio, porosity of
the reacting block, and the Reynolds number of the chan-
nel flow are all of approximately equal importance in terms
of the effect they exert on the efficiency of the chemical
reaction.

5. Conclusion

In order to investigate the heat and fluid flows in a
microfluidic system, a useful and simple tool, which is
capable of performing pore-scale analysis and not restricted
by the hydrodynamic continuum condition, is required. For
the problem of creeping flows inside a porous medium,
e.g. the maximum ReD < 1.0 in current cases, a simplified
LBGK model with single relaxation collision and standard
bounce-back scheme for no-slip boundary condition can be
utilized. Three validation cases with grid-independence in
Section 3 study for convective-diffusive thermal problem,
global porous creeping flow in macroscopic scale, and local
porous creeping flow in microscopic scale respectively, have
demonstrated the suitability of present flow/thermal LB
models for problems investigated in current work.

This study has performed lattice Boltzmann simulations
of the steady-state flow field and temperature field in a
fixed-bed microreactor for different Reynolds numbers,
heat source locations, and porous block aspect ratios and
porosities. The lattice Boltzmann method provides a real
pore-scale simulation capability and is not restricted to
the continuum flow condition. In the simulations, the fluid
and porous solid species are heated to promote the chemi-
cal reaction required to generate the required product spe-
cies. Detailed results for the heat transfer and fluid flow
through the porous block of the reactor with different oper-
ating parameters have been presented in Section 4.1. The
chemical reactive efficiency of the microreactor has then
been evaluated by applying a simple mathematical model
to the simulation results obtained for the steady-state tem-
perature field.

The simulation results obtained for the Case 1 microre-
actor, in which the heat source is located directly beneath
the porous block, have shown that an increased thermal
diffusion effect and a reduced convection flow effect are
preferable since these conditions maintain the majority of
the generated thermal energy by the heat source keeping
inside the porous block and hence improve the chemical
reactive efficiency. In this configuration, the chemical reac-
tive efficiency is enhanced at a lower Reynolds number and
higher block porosity. However, the increased diffusive
path should be considered at higher block porosity. In
the Case 2 configuration, in which the heat source is
located immediately in front of the porous block, a convec-
tive flow effect is required to drift the heat into the porous
block. Thermal diffusion along the y-direction is required
in front of the porous block before the heat is convected
into the block, so that the flow behavior with balanced
effects of thermal diffusion and flow convection is prefera-
ble in this configuration. For Reynolds numbers in the
range Re = 50–100, the chemical reactive efficiency is
enhanced at a lower aspect ratio and a higher porosity.

Base on the simulation results, the chemical reactive effi-
ciency of the Case 1 configuration is considerably higher
than that of Case 2 for Reynolds numbers in the range
Re 6 100, by this reason, the Case 1 configuration is rec-
ommended for higher efficiency applications of microreac-
tor. For a given location of the heat source, the chemical
reactive efficiency of the microreactor is governed princi-
pally by the aspect ratio of the porous block. The Reynolds
number and porous block porosity exert a lesser, and
broadly similar, influence. However, the simulation results
have clearly shown that the chemical reactive efficiency of
the microreactor is determined primarily by the location
of the heat source. Specifically, it has been shown that
the optimal reactive efficiency can be obtained by locating
the heat source directly beneath the porous block, i.e. Case
1, and specifying a low Reynolds number channel flow and
a higher block porosity.
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